
Numerical Solutions to Partial Differential Equations

Some problems involving this type of equations,



Laplace equation is used to find steady state distribution of temperature

in a plane region.



Initial condition,



Boundary Conditions,

.



The above equation is called the wave equation.

Initial conditions,



Boundary conditions,

Vibrating beam with one  or  both ends clamped  is  the other  physical  

problem   involving   hyperbolic   partial   differential  equation. 

The first step in the numerical solving of a partial differential equation on

a domain is the selection of a grid. Then, the governing equation must be

discretized on the mesh points.

Figure shows the mesh points on  a  rectangular domain. The domain has



been  divided  into n and m parts in x and y directions, respectively. Step

sizes in x and y directions are,

Now,  we  must  discretize equations  on  the grid  points. In fact, it  is

necessary to approximate derivatives on each mesh point.



Using the Taylor expansion of u(x) about xi , we have,
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So,
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Computing the first derivative, we have,
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We can rewrite the above equation as,
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O(h) represents the remaining terms including  higher order derivatives. 

Neglecting this terms, we have,
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This is called forward difference approximation for the first derivative.

The omitted terms (O(h))  form  the  error  of  this approximation and is 

called truncation error. The error is of the order of the grid size, h.

In a similar fashion, we can use equation (1) to compute u(xi-1 ),
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We can rewrite the above equation as,



So, the first derivative can be approximated as,
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This is the backward difference approximation for the first derivative.

The truncation error is of the first order. 

Central  difference  approximation  for  the  first   derivative   can   be 

obtained by subtracting equations (2) and (3),
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By omitting the terms including higher order derivatives,           ,   2O h
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In central approximation, the  truncation  error  is  of  the  second  order, 

. So, this approximation is more accurate rather than forward and 

Backward approximations. 

 2O h

In a similar fashion, second derivative can be  approximated  by  adding

equations (2) and (3),
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By omitting the terms including higher order derivatives,           ,  
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The above equation represents the central difference approximation for

the second derivative.



Solving Elliptic Partial Differential Equations



the figure,



Laplace equation can be discretized at node (i,j) as,
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x y   . So,

i 1, j i 1, j i, j i, j 1 i, j 1u u 4u u u 0        

The above equation is valid for each mesh point. Applying this equation

for node P1 results in,

2 1 4u 0 4u 200(0.125) u 0     

We can rewrite the above equation as,

1 2 44u u u 25  



In a similar fashion, Laplace equation is applied at each mesh point. So, 

we have a system of equations as,
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The coefficient matrix is a positive definite matrix.
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. Decomposing

the coefficient matrix A as,

The matrix for the Jacobi method can be written as,


